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Consider M experts
Consider d tasks

The performanceof experts le f1 M
on the task j e f1 d is givenby i j ER

taskj

Poformgne M Mn Mad
Matrix

i _Mis Üi expert

Mm 2 Mn d

OK

Model : Performance Matrix
























































































Consider M experts
Consider d tasks

The performanceof experts le 1 M
on the task j e f1 d isgivenbyfi.jo R

taskj

Performance M Mn Mad
Matrix

Me Mis _Mis.fi expertLima
ni OK

Model : Performance Matrix












































































Learningprotocol
For each round t 1 T
i chooses

fanexpert It 91 n

Y a task Je 41 d
receives from the environment a feedback

RI iossequential one data at a time
adaptive the choice It It is based on the passed

OK

Model : Sequential and adaptive learning protocol












































































Learningprotocol
For each round t 1 T

i chooses
fanexpert It 91 N

I

I a task Je 41 d
1 receives from the environment a feedback
Xt INIT Je Et

Performmarnce Noise

RI isssequential one data at a time
adaptive the choice It It is based on the passed

OK

Model : Sequential and adaptive learning protocol
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Assumption 1 stationarity
There exists n xd distributions on A j

L Xt Inta Xa t.apz.si E1iEE I

JtFdbackTFziETatimet

Envi Mij
Assumption 2 subGaussian noise
For all ij if Jijthen X Mig.is 1 sub Gaussian

Model : Stationary and subGaussian feedback
























































































Assumption 1 assume that there exists d

such that foranyexpertieft.in iE yYb
Mn Ma dM
Jui 1 Mis À µi e

AMI Mn d

l'α

Model : Hidden partition 
























































































Assumption 1 assume that there exists Eff
such that foranyexpert ie 1 n ME

Nokoto
SE fige a 1 resp S

5W S f1 n hidden partition

OK

Model : Hidden partition 
























































































Assumption 1 assume that there exists FÊTE
such that foranyexpert ie 1 n ME

Nakata
SE fige a 1 resp S

5W S f1 n hidden partition

a D 1541
IS balancednese

OK

Model : Hidden partition 












































































Learningprotocol
For each round t 1 T
chooses
fanexpert It 91 N

a task Je 1 d
receives from the environment a feedback

sampling rule Et E Es 1

Model : Sequential and adaptive learning protocol












































































Learningprotocol
For each round t 1 T
chooses
fanexpert It 91 N

a task Je 41 d
receives from the environment a feedback
At time the algorithmstapps
and outputs 5 estimation of thepartition

sampling rule Et E Es

Δ decision rule SF
OK

Model : Sequential and adaptive learning protocol
























































































First objective

Given SEC 1 an algorithm et is 8 PAC if

PA 5 S'or 5 5 5,1 s

Objective : PAC setting
























































































First objective

Given SEC 1 an algorithm et is 8 PAC f

Pa 5 5 5 5 11 2

w
5 should

probainduced recover saw
byalgorithmet

up to permutation
and environments

Objective : PAC setting
























































































First objective

Given S E 9 1 an algorithm et is 8 PAC if

PA 5 5 or 5 5 I 1 g
Secondobjective
Constructet with T as small as possible while maintaining

Rq Tis a stopping time designed

Objective : PAC setting














































































Learningprotocol Sfisiedf
For each round t 1 It
chooses
fanexpert It 91 N

a task Je 41 d
receives from the environment a feedback
At time the algorithmstopps
and outputs 5 estimation of thepartition

sampling rule Et E Es
Δ decision rule SF
stoppingsule T stopping time

Model : Sequential and adaptive learning protocol






















































































Remarques

main objective
balance exploration to learn the gapvector Δ explowith d

exploration toclassify the arms explo with R

links with adoptive signal detection

I link to the
previous paper












































TITTYalgorithm et 8 PAC for theclustering problem
there exists o t tra permutations such that

if Me is constructed withe M bypermutation o t then

PA M ftp.ylg f S

where Δ 191 aRd is the gap
vector

Lower bound :

























































































PA M ftp.zlg S

imagine that 9 à

1 IM µ
0 e and151 on

11AM su T
in arder to detect one expert in Sb

pue
need to explore exports to have withconstant

probability on expert in Sb
we need to sampleforeachexpert tasks to

find an interesting task

we need 1 lag f saplesfroman epet.task
couple

ta decide Lther the entryof Mis Daru

Lower bound : intuition
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Main structureof the algorithm
Steps identify one expert in eachgroup
Steps collect information on the structureof Δ

gap vector Ma 1
b and choose

a task je a _a suchthat Djlislarge
Steps classify each expert based on

its performance on
the task j

Steps
59,1 Ff
Signaldetection E Bestarm identification binaryclassificat

and variants

Algorithm : three-steps procedure























































































Sequential talking is a procedure for BAI
which hasguarantees for

EtFestarm identification
CE m BAI

If we consider a b armed bandit with aims an 9h3

ÉHie
budget T.SK an __ ah setofains

For u 0 Flegg KJ
sample gang

times each armin Su

Suis half best arm from Sa

Sequential Halving: algorithm























































































karma with meam 4 da ordered as dix Jen

E BAI

CEIBA

Remark we have to adapt the procedure as
we have positive and negative entries
our objective is signaldetectionandnot BAI

Sequential Halving: guaranties




























































































expert

identify two experts Â Êbe 1 n

suchthat Mêandris are in differentgroups w.h.pe 1

9 SequentialHalving
doubling trick because Δ and O areunknown

subsompling SHonlyona subsetof expert taskcouples

verificationthrough two sampletesting

algo which identifies réa Fb
which are guaranteed ta be representativeswhip
budget in C S quantile

la Ça lg

Step 1 : representatives identification

 Garanties

Algo

Objective























































































Balance
the budget used to learn the structureof Δ 1

b

the budgetspent to classifythe n arms

With step I we have
accessitofaes expert

with performancepieRdrêbesb cube Rd
we want to learn the structureof Δ 1
finparticular we have to identify a task je f1 d

such that 11g is large

Again we use SI and we are interested in E m BAI

Step 2: learning the gap vector 























































































we know Fa e S expertwith performanceµFb est à up
j task such that I Δ j large

Ideas estimateMjanduf
souple ly z eachexpertontaskj

 Step 3 : classification
























































































Theorems The three steps procedure is S PAC
and withe probability at least 1 S it holds that

TE Enlists E 5 91
up to a polyloyTEtrepresentation bestÉienfticationJaififcation
in d n Δ identification

where Deal book call are theentriesof Δ ordered
by absolute value

Upper bound






















Theorems

For any S PAC algorithm
there exists 6 c permutations

of the rows and colums such that

T si.es E II E Ils E
with PA 6 8

where Deal book call are theentriesof Δ ordered
by absolute value

Lower bound



Finding Candidates

assume was known and 1 µ ub
was s sparse such that every non Zero

entry is h 0

iid

sampling Cinisi Cipij roll EN Ed
with log t yields

Δ inju h for some 4 11

falog 1f samples required to decide

Mij O or mij h correct w.p 1 t

finding inja requires Iya up to log



Finding Candidates

in general Δ is not s sparse but

seld such that 11111 log 2d
s Acs

Isan Dial Aia Before used 11111Es.h

still 111112 s and unknown

adaptivity by doubling trick



Finding candidates

again assume 1111 s and were known

consider h ÎÎ iid
recall sampling Cinijn Cipij M EN Ed

with log t yields
Δ injuth for c logeᵗ 4 1

finding one entry with Isiaj would

require a total budget canne

109 loge P
do better

up to polylog in d and N



Sequential Halving intuition

recall trust log E in ju from which

1in.sn h for at least c log t arms

idea Sample T times each arm iii

obtain Jij as averages and I as

corresponding median

remove all arms with Jij I

T 2 repeat until only one arm left
algorithm terminates after L T loyal477 steps
Se set after l halving steps

Ue CijleSe Si 1 E h
We show YE is non decreasing v 4 P Sa



Case 1 I Cher the

1 ego
1 ha 1 E h

hein hell
Ue

at least half of Ue remains in Sean

Case 2 I Chen he

s l o d o aaufdooh oe c

hein he
a number of ii j ese with Δ cher large

at least half of them not in Sen
b it small

Uen automatically large enough


